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ABSTRACT

This paper presents novel approach to applying growth con-

trol and diseases mechanisms in computational embryogeny.

Our method, which mimics fundamental processes from bi-

ology, enables individuals to reach maturity in a controlled

process through a stochastic environment. Three different

mechanisms were implemented; disease mechanisms, gene

suppression, and thermodynamic balancing. This approach

was integrated as part of a structural evolutionary model.

The model evolved continuum 3-D structures which support

an external load. By using these mechanisms we were able

to evolve individuals that reached a fixed size limit through

the growth process. The growth process was an integral part

of the complete development process. The size of the indi-

viduals was determined purely by the evolutionary process

where different individuals matured to different sizes. Indi-

viduals which evolved with these characteristics have been

found to be very robust for supporting a wide range of ex-

ternal loads.
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ment, Artificial Cell

1. INTRODUCTION

Natural evolution has produced systems of fantastic com-

plexity, robustness and adaptability. Recent research has

shown that it is the combination of both evolution and de-

velopment processes that have produced these remarkable

results [3, 8]. Evolution does not act directly on the con-

figurations of adult phenotypes, rather it successively alters

and revises the rules that guide the growth of a zygote into

an embryo and its further development into an adult. In

nature, rules are encoded in the patterns of amino acids in

genes, which regulate the production of protiens, and hence

the growth and development of the organism. Embryogeny

is the process of growth by which a genotype develops into a

phenotype, and is central to the emerging understanding of

the relationship between evolution and development.1 DNA

contains a set of instructions for the development process

while the environment provides inputs that regulate the in-

structions [10]. Natural evolutionary processes refine the

sets of rules, in the form of genes, which result in adult

forms. Natural selection acts upon the phenotypes, thus re-

warding sets of rules that produce fit individuals. The indi-

rect character of the encoding of genetic information in natu-

1It should be noted that the correct term is embryogeny,

which refers to the process, rather than the oft-misused

term embryology, which refers to the science of studying em-

bryos. [2]



ral systems and the inter-relationship between the evolution

of rules and the growth and development of adult forms,

have been responsible for the diversity, complexity, modu-

larity, robustness, and adaptability in the natural world [11,

4]. One of the major challenges in computational embryo-

geny is the controlled growth of an individual during the

development process. Most computational embryogeny uses

the notion of cell division operations in different ways. This

may lead to a scenario where cells constantly divide unless

some upper limit has been predefined. In this case the de-

velopmental stage is artificially stopped. In this paper we

will present a novel approach which mimics the fundamental

processes in nature and helps an organism to reach a lim-

ited size even in a high volatility environment. It has been

observed that phenotypes in nature tend to grow rapidly

during early stages of development and grow at a slowly

decaying rate as they reach maturity [6]. This kind of be-

havior is common to all plants and organisms. The immune

system has a major contribution to controlling the develop-

ment process in organisms [1]. One of the mechanism it uses

is gene suppression. Under some conditions one gene may

turn off other genes. For example tumor suppression genes

turn off other genes that produce tumor cells [9]. The im-

mune system is also responsible for attacking different kinds

of diseases. Diseases are defined as an abnormal condition

within an organism. Our model mimics both mechanisms.

We have included ”veto” genes which may suppress the ac-

tivity of other genes. These genes provide the evolutionary

algorithm an ability to evolve control systems which may

limit the size of the phenotype. The concept of diseases has

also been modeled. In a similar way to biology we have de-

fined abnormality scenarios as diseases. If the immune sys-

tem fails to repair these abnormal scenarios, the phenotype

is eliminate from the population. The size of an organism is

also limited by thermodynamic constraints. Following the

first law of thermodynamics, there is a balance between the

energy generated by an organism to maintain an existing

body mass and the energy required to create a new body

mass. This fundamental law may introduce a crude upper

bound to the size of the phenotype. Using this notation in

our model, we were able to create very weak upper bounds

on the sizes of our individuals. These bounds do not al-

ter the growth process and, in fact, new mass can still be

created at the expense of the existing mass. The paper

will start with a short introduction to an artificial model,

the definition of genes, morphogenes and the engineering

aspects of the model. An explanation of the modeling pro-

cess of all three mechanism will follow, with some emphasis

on how this approach may be used in other computational

embryogeny models. The results section will demonstrate

the necessity of this approach to produce robust individu-

als. We claim that there is a correlation between the ability

of an individual to developed through control of the process

and its performance in the population. In the conclusion

we will summarize the reasons we think these mechanisms

are crucial in computational embryogeny and how this ap-

proach may lead to using computational embryogeny for the

synthesis of high performance structures.

2. ARTIFICIAL MODEL

In the work reported here, an artificial embryogeny of

structures has been created. The two critical fundamen-

tal elements of this work are: the selection of the artificial

cell (the basic structural element) comprising each individ-

ual; and, the artificial genes (the rules) which are evolved

into the genetic information of each individual. The genetic

information of an individual is shared by all of its cells. Each

individual cell executes its rules until a mature structure is

formed. Once maturity is reached, an evaluation scheme de-

termines the fitness (performance) of the structure. Evolu-

tionary operations (selection, crossover, and mutation) alter

and refine the genetic information in a population of indi-

viduals over multiple generations. The results are structures

that meet the desired performance goals.

2.1 Rules

Mimicking nature, the basic structure of a gene is an if -

conditional then-action rule.

2.2 Actions

Mimicking natural embryogeny, every 3-D region can de-

form according to nine different geometric operations: one

for isotropic growth, two for anisotropic growth (B), three

for shear (S) and three for rotation [5]. These are illustrated



Figure 1: The four basic geometric operations ob-

served in sub-regions of plants.

in Figure 1. In the artificial embryogeny presented here, the

geometric operations (excluding the three for rotation) are

defined as actions, and as with natural embryogeny, every

geometric operation is assigned a unique alphabetic letter.

In addition to the geometric operation actions, cell-type

actions are defined, as shown in Table 3. These actions are

the three basic operations that occur in the developmental

process of every biological structure, including: cell division:

cell death and cell differentiation. Cell division splits the cell

into two equally sized cells, such that the total volume of the

divided cells remains the same as that of the initial single

cell. Cell death causes a cell to be removed from the model.

Cell differentiation alters the material properties of a cell [7].

2.3 Environment

The environment in which the individuals are grown con-

tains factors which every cell can sense, and which may affect

the way genes are expressed. The relationship between the

information that cells receive from the environment and the

development of the phenotype is not predetermined. Rather,

conditionals are available to the evolutionary process that

sense the concentration or gradient of each morphogen. In

this way, the evolutionary process establishes the relation-

ship between information and growth and development.

In the artificial embryogeny presented here, two kinds of

morphogens are present. The first represents a load that is

to be supported by the phenotype. The morphogen, rep-

resenting the load, is produced continuously at the location

where the load is to be supported and diffuses through space,

impinging on the walls of each cell. The second morphogen

represents the surface of the ground, to which cells adhere

when they intersect the surface.

As the phenotype is being grown, it is evaluated by means

of a finite element analysis to determine the pattern of me-

chanical stresses and deformations in the phenotype [13].

Every cell is an extended 3-D non-orthogonal finite brick el-

ement. Therefore, the structure and the mesh are identical,

and are evolved simultaneously during growth and devel-

opment. The methodology avoids the many complexities

related to mesh generation. Since the topology of the phe-

notype changes during growth and development, the finite

element analysis is performed at every time step. Cells also

maintain information relating to their size, age, and distance

from neighboring cells. Each type of information available

to each cell is identified by a lower case alphabetic character,

shown in Table 4.

2.4 Genome Structure

The genome contains words which contain genes with their

corresponding letters (Tables 4 through 3). Every word

starts with the letter “R” which indicates the number of

times the particular word will be executed. The letter “Z”

indicates the beginning of the word. The genes contain op-

erations, parameters (e.g., morphogen concentration or gra-

dient) and coefficients. Similar to transcription factors in

nature, coefficients are numbers between zero and one, that

scale an effect proportional to the chemical to which they

refer.

For instance the word “R1ZC10i” corresponds to: R1 re-

peat once; Z word boundary indicator; C10i cause the cell

to grow isotropically by 10% based on the load morphogen

concentration that was measured by that cell.

3. CONTROL MECHANISMS



3.1 Conditionals

The conditional artificial genes are “veto” or “suppres-

sion” genes. These genes affect other genes only at the

genome level, by turning actions off or on according to whether

the conditional test is satisfied or not. Veto genes that

switch regulatory mechanisms on or off have been observed

in biology [3], for example tumor suppression genes that turn

off other genes that produce tumor cells [9].

3.2 Metabolism and Thermodynamics

A thermodynamic energy consideration is present in the

model which balances the maintaining of the organism mass

with the creation of new mass [12]. The amount of energy

Ec that each cell may consume, in a given time step Δt, is

proportional to its metabolic rate Bc. Part of this energy

is used for maintaining the existing phenotype while the

remaining energy may be used for creation of new mass, as

shown in Equation 1,

Ec = E0BcΔt (1)

.

The cell’s metabolic rate is proportional to the size of the

phenotype S and can be determined using Kleinberg’s law,

given in Equation 2,

Bc ∝ S3/4

Nc
(2)

.

Every gene execution consumes energy. By specifying the

amount of energy for every gene, and by establishing E0 ,

a thermodynamic size limit can be specified for the pheno-

types, as shown in Equation 3. The specification of energy

needs to be determined by the user based on his experience

with the model. Our experience suggest that the model is

not sensitive to these definitions,

Ec = E0
S3/4

Nc
(3)

.

The advantage of using this approach is that there is no

predefined upper bound or other limit on the size of the

phenotype. Even when the phenotype reaches the thermo-

dynamic limit, this approach will permit new mass to be

created at the expense of removing existing mass, poten-

tially changing the topology of the phenotype.

However, the thermodynamic balance will not prevent

phenomena such as unlimited cell division or extermina-

tion of the entire phenotype. These last phenomena are

addressed by evolution and disease mechanisms. Every phe-

notype may suffer from a disease during its developmental

stage.

3.3 Diseases

A disease, can only occur as a consequence of a defective

genome. Examples of diseases in phenotypes include: un-

limited production of cells. or production of cells that are

significantly distorted. Once a disease has been detected,

an artificial immune system attempts to eliminate it using

several methods (e.g., refining the mesh). If none of these

methods work, the phenotype itself is eliminated, but not

before it is evaluated and penalized for being incapable of

reaching maturity.

4. RESULTS

4.1 Evolutionary Scheme

The evolutionary scheme is derived from a genetic algo-

rithm. The algorithm is initialized with a set of randomly

generated genomes. Starting from a single artificial cell,

one individual is grown from each genome by executing the

rules it contains. Once each individual reaches maturity, its

fitness is evaluated by means of the finite element analy-

sis. The fitness values are used to select parents to produce

offspring, where a higher fitness value results in a higher

probability of being selected. Once two parents have been

selected, they produce offspring through a crossover process.

In this process, the genome from each parent is cut at a

randomly selected word boundary. A gene string from each

parent is joined together producing a child; the remaining

gene string from each parent are joined, producing a second

child. Similar to evolution in nature, the genome is subject

to random mutation. The mutation process can erase an

entire word and replace it with another, or replace a single

gene within a word. These three steps: selection, crossover

and mutation are repeated, and each repetition is defined as



one generation.

4.2 Structural Growth

The approach outlined above has been applied to two ex-

periments representative of an important problem in engi-

neering and nature. The first problem was to synthesize the

configuration of a structure to support a highly varied load

generated by a wind. In addition, the structure needs to

reach a certain height. For this problem, two morphogens

are present in the environment. One represents a source

that provides an incentive for phenotypes to grow toward

it. This source is the desired height of the structure. The

second represents the ground. In addition to the two mor-

phogens, the phenotypes are exposed to external forces. The

first one is gravity, which is generated equally on all of the

cells. The second force is similar to the forces generated by

wind, which are proportional to the surface area of the phe-

notypes. In our model the wind is not constant but rather

changes randomly during the growth process. The second

experiment was same as the first with slight changes. We

reduced the magnitude of the force generated by the wind

and added an additional force generated at the location of

the source morphogen.

The evaluation of the phenotypes in both experiments

was done only in their maturity stage. The fitness evalu-

ation function was composed of six parameters: distance of

the phenotype from the light source; age of the phenotype;

weight; cell morphology; cell volume; and, the maximum me-

chanical stress on the cells. All of these parameters were ag-

gregated to a single scalar. The idea behind this experiment

was to study the correlation between the development pro-

cess of phenotypes and their performance in a high volatility

environment. Figure 4 and Figure 3 show the developmen-

tal process of two phenotypes corresponding to experiments

1 and 2 respectively. Both phenotypes evolved for 1000 gen-

erations. The figures show how each phenotype developed

from a single cell until it reached maturity. The change

in the environment between the two experiments made the

evolved configuration of the two phenotypes different. The

phenotype in Figure 3 is more condensed, as opposed to the

phenotype in Figure 4 which grew branches that tended to

spread out. Nevertheless, the growth process for both phe-

Table 1: Geometrical operation genes

Possible

ID Name N1 Parameters

A Shear 1 (d, e, f, i)×
fractional coefficient

B Anisotropic

growth

3 (a, b, c, g, h)×
fractional coefficient

C Isotropic

growth

1 (a, b, c, g, h)×
fractional coefficient

1N =Number of Parameters

notypes is similar. We can learn from both figures that new

mass was created rapidly in early stages of development and

decaying slowly as the phenotypes reached maturity. Figure

2 shows the developmental processes of both experiments af-

ter 1000 generations. Even though the phenotypes in both

experiments were distinguished in terms of size and topol-

ogy, the slopes of both graphs are similar. In other words,

every phenotype matured differently in terms of size and

topology with respect to the environment but, the rate of

creation of new mass was preserved. In Figure 5 the genome

or the DNA of the phenotype in experiment 2 is presented.

The red and the yellow colors correspond to ”veto” genes

serving as control mechanism inside the genome. Although

the genome itself is very complex, a large part of it is com-

posed of control growth genes. These ”genes” represents the

immune and the control systems. it can be seen that these

systems has been evolved simultaneously with the pheno-

types. These systems enable a corresponding phenotype to

reach a maturity stage in a stable process until it finally

decays and no additional mass is created. This fact also

supports other research in biology which claims that most

of the active DNA in an organism is composed with control

elements which control growth and other processes.

4.3 Discussion and Conclusion

This paper has presented a novel approach for compu-

tational embryogeny of three dimensional structures. Our

method mimics three control processes from biology (dis-

eases, thermodynamic balancing and control genes). The

utilization of these processes lead to evolution of phenotypes

that not only performed well under the environment but also



Experiment 1 Experiment 2

Figure 2: Growth plot - number of cells Vs. time. The figure shows a plot of the number of cells verses time,

even though the phenotypes in Figure 4 and Figure 3 are different, their growth behavior is similar.

Table 2: Cell type operation genes

Possible

ID Name N1 Parameters

D Cell

division

1 (d, e, f, i)

K Cell death 0

F Cell differ-

entiation

0

1N =Number of Parameters

Table 3: Veto(conditional) genes

Possible

ID Name N1 Parameters

V Suppress

below

1 (a, b, c, g, h)×
fractional coefficient

W Suppress

above

1 (a, b, c, g, h)×
fractional coefficient

1N =Number of Parameters

Table 4: Cell information

ID Description

a Maximum principal stress normalized with

the yield stress

b Middle principal stress normalized with the

yield stress

c Minimum principal stress normalized with

the yield stress

d Principal vector correspond to the maximum

principal stress

e Principal vector correspond to the middle

principal stress

f Principal vector correspond to the minimum

principal stress

g Cell volume

h Morphogen gradient direction

i Morphogen gradient intensity

t Time



t=10 20
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Figure 3: A growth process - second experiment. The figure demonstrate a growth process of the best

phenotype in the population in terms of performances. The colors in the images indicates the mechanical

stress on the phenotype. Green indicates low stress while red indicate high stress. The creation of new mass

was highly rated during the initial stages of development(t=10 - t=40) and was decaying close to the maturity

time. The phenotype was capable of supporting all three types of loads since no cell is over stressed.



t=3 20

t=30 t=40

t=50 t=60

Figure 4: A growth process - first experiment. The figure demonstrate a growth process of the best phenotype

in the population in terms of performances. The colors in the images indicates the mechanical stress on the

phenotype. Green indicates low stress while red indicate high stress. The creation of new mass was highly

rated during the initial stages of development(t=3 - t=40) and was decaying close to the maturity time. The

phenotype was capable of supporting all three types of loads since no cell is over stressed.



R1Z1S7bV79cFA3fDfeiA4iFC6aC9c R1Z0B3b8b1aC7cB1h2g2gV35hV72gDdfV196hB1a5h3hF
R2Z1W115tA1iV122aB3h1b0a R1Z1W168tV73gB6b0g4bDffe R1Z1W124tV166bFFC2aS3bA4dC10a
R1Z1V73gW158tV88cK R1Z1W50aA0iB2g5g4aC5h R1Z1W128tV150aC6aC5hS9aS1c
R20Z1W161cV50hS1hC6hS4h R1Z1W83tV62cDiA3eB6a4h4bA1dKC9a R3Z1C10bV79hV192gS10cKF
R2Z0W43tV67aV125gC4bDdf R4Z1W120tV23gC4gS1aS10aC8aV43hW158tKKC5cDi
R4Z1W155tV81bB0g4c5hW9tDfeiS10gA2fW52cC6bFB1a5h3hA4iC8c
R1Z1KV128aS2hW155tC2hDdKA3i R3Z1W8aV46aDiS10gFW161cC2a R1Z1B3h1b0aV127bV76cS10a
R1Z1B3h1b0aW15tW15bA0eS4gA1i R1Z1W156tV149gB0c0h9gA2eB6g5b1aA1eA0f
R2Z1W37tW4tV138hA2d R25Z2C8aW199tV14gV54gB8c2c4gS8h
R12Z1W199tV59bB0g9b5hB8c2c4gKKV9bB9b6g8aDfB5b0a4gA1d
R57Z0W145tV170cV104bS5bDddiFA0iB9a0c5hC3a
R58Z0W179tV170cV104bS5bDddiFA0iB9a0c5hC3a
R32Z2W22tV199bB8b6c3hB8b5c2hB6b4h9aS8cV26h R47Z1W11tV159aA1d
R28Z1W90tV91aC8gV104aDfdV189gC6bW189tA2iB3b2b8b
R6Z1W77tV115bB1c4a3gKS4aB7a5a0gFB2h0h1aS6bB9c8g8b R3Z1W114tV91bS4h
R11Z1W90tV141aC10bC4hDeKW189tW176aB3b2b8b
R597Z2W32gV131hV185gKW50aC5bV162bA3dB1c0c5aS4a
R242Z2W22tV199bB8b6c3hB8b5c2hKS8cV26h R80Z1W90tV141aC10bW72bW189tFB3b2b8b
R42Z1W174tV141aC10bW72bW189tW176aB3b2b8b R30Z1KV44bW56tW52tV115aA1d
R1Z0W179tV147bV104bS5bDddiFA0iB9a0c5hC3a R137Z1W11tV127hA1d
R33Z2W32gV131hV185gC1bDiifDiDfA0dDeS4bC3hS3gS4a
R21Z1W90tV141aC10bC4hDeS7cW189tW176aB3b2b8b R75Z1W83tW6tW17tV169hS3aV106aS1cS7b
R10Z1W90tV141aV104aDfdV189gC6bW189tFB3b2b8b R1Z1W35cV190g R16Z1W171tV127hV126gF
R1Z1W114tV91bA0d R25Z1W90tV141aV104aDfdV189gS3aW189tA2iB3b2b8b
R2Z1W115tV32bKC7aA3eA3eC6gA3eB2a4h6aK R4Z1W170tC5cV145bA1eFA0eA2f
R1Z1W157cV110aS7gKA4iDdB3b5a3g R4Z2W32gV166gV185gS9aV89cFC10hB1c0c5aFA3e
R3Z1W75tKC7hS3cS10g R2Z1V61hV61bV190bFW171tA4fA3e
R8Z2C3hW92tV199bDdffB8b5c2hS2gF R2Z1W103tV187cDiDfA0dKS2gS7b R8Z1W112tV170aA4fK
R1Z1W81tC3cV143hS8cS1gA4e R1Z1A1iW69tV77aC5hS3cV103aC6bFDdfC3hA0fA0dV61bS5bFK
R4Z2C8aKV14gV54gB8c2c4gS8h R2Z1W60tV69bC10bDiDfA0dKKDdd
R2Z1W7tKA0fW127tC1aS9aC5aC1gFFFA2e R1Z1W183tA0iC2g
R12Z1W38hV120gKC4bC10bA1dC3hC8hB8g9a2hV55cV89cFC10hDifDfffA1dKS6bB3g6h9b
R3Z1KB9g6b5bKC7hW40bKS10g R2Z1C10bB5b4g1aV196aA3fV83aDiieDiiB4a6h7gC8aKW13tDf
R1Z1A1iW69tV77aC5hS3cV103aA3eDdfC3hA0fA0dS5cFC2h
R2Z1C6bC5bV106gB8h6a9hV72aFA3eA2eS8hV156cKC5hB9g2h2hA0i
R1Z1W8gV58bS5aKA1iA0dDiiFFS8cKDi R1Z1W191tW119tV145bV45bDdeDdfC3hA0fC5hC9gKA3f
R1Z1W5tC7bFW171tA4fFA3iB1a5c0aDdf
R1Z0W84cC9bW50tV166gKB5c7g5aC1bC9cC8aKB3b4a7cDi
R3Z1KV58cC5gFDdeeV115aV61hW186tA1dF R1Z1W5tV65hDddKKB3h6h4cW193tKF
R1Z1C10bV115aV158aV52hA1eS9aB7c2b6aA4iV61bS5bA4d
R1Z1W77tW36tS8cV57cC4bC7cV111bC5cS3aA2eA4dS1bDie R1Z1DiV56cV166hV91bB5h1c3aKK
R1Z1A2iKV14cW143tV187cF

Figure 5: The genome of the phenotypes in experiment 2. The red and the yellow colors correspond to

”veto” genes which control the development process of the phenotype.



Figure 6: A sample figure.

lead to growth and developed via a controlled process. Our

results indicate a high correlation between the performance

of the phenotype regarding the environment and its ability

to grow in a stable manner. We have also found that a large

part of the genome was composed of control genes. This

result is supported with research from biology.
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